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The NARS-Netherlands Project

Hanneke Paulssen, Suzan van der Lee, and Guust Nolet

Dept. of Geophysics, University of Utrecht, The Netherlands

The portable, 3-component, broadband (1 Hz - 100 s) NARS network is since the end of 1989
deployed in The Netherlands, Germany, and Belgium (fig. 1). As its aim is to investigate
upper mantle structure, the NARS-Netherlands project can be considered as a (more detailed)
follow-up experiment of NARS-Europe (1983-1988).

The direct motivation for installing the stations as a relatively dense network with a station
spacing of about 50 km stems from some anomalous observations obtained with NARS-
Europe. P-to-S converted phases from the 670-km discontinuity sometimes show
anomalously high amplitudes (Paulssen, 1988). Figure 2 shows an example of such an
observation with the direct P phase (solid) and its P-to-S converted phase (dashed) plotted on
top of each other. The excellent agreement of the waveforms presents evidence for an at least
locally sharp 670-km discontinuity beneath western Europe. The extremely large amplitude
of the converted phase can, however, not realistically be explained without invoking
focussing mechanisms. Most effective is focussing due to topography of the 670-km
discontinuity, but other contributions can not be ruled out completely. Unfortunately, the
station spacing of NARS-Europe (ca. 200 km) was too large to be able to correlate the phase
from one station to another. With NARS-Netherlands we hope to zoom in on the 670-km
discontinuity by investigating the coherence of the phase in an area where previously large
P-to-§ conversions have been measured.

In its present configuration the NARS network is also suitable for other types of body wave
studies of the upper mantle, such as coda wave analyses, or an investigation of the upper
mantle triplications.

The network will be deployed in its current configuration until fall 1991. Data will be
available through the ORFEUS Data Center.

Paulssen, H., JGR, 93, 10489-10500, 1988.
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Wide-angle Seismic Imaging in the Peninsular Ranges, Southern California:
Piggyback onshore recording of marine airgun sources

Tom Henyey, David Okaya, Yong-Gong Li (USC),
Paul Davis (UCLA), Steve Day (SDSU), Bob Bohannon (USGS)

The USGS collected marine multichannel seismic reflection profiles in the southern
California Borderlands during May, 1990. A group of southern California researchers
cooperated with the USGS to conduct an onshore/offshore piggyback experiment as a pilot
study to examine wave propagation, attenuation, and imaging aspects of the southern
California Borderlands and Peninsular Ranges. The offshore Borderlands have a complex
history of compressional and extensional tectonics and the Peninsular Ranges are
composed of large-scale Mesozoic batholiths. Both regions are prominently dissected by
major strike-slip faults associated with the San Andreas fault system. The USGS collected
30 multichannel profiles totaling 3000 km using the S.P. Lee.

In order to examine wave propagation characteristics in this region using marine
airgun sources, portable seismometers were deployed in a fixed array oriented N59E
degrees from the coastal city of Oceanside, CA to Anza, CA, 85 km inland (Figure 1). Six
PASSCAL 3-component Refteks and four 2-component Kinemetric SSR seismometers at
approx. 10 km spacing were deployed in night-time continuous-mode recording. The
USGS SP Lee began at a designated time an offshore transect between offshore Oceanside
and Santa Catalina Island using a 2300 cubic-inch airgun source at 20 sec intervals.
Absolute timing was recorded at the source and at all receiver sites to allow for subsequent
zero shot-time seismogram reconstruction.

The Reftek instruments stored the continuous recording of each component in five
minute blocks. After the experiment, all blocks for each component from each station were
transferred from Exabyte to SUN disk. Using zero-time information provided by the
USGS, seismograms of 40 sec length were cut from the blocks and stored as STERRA-
SEIS-compatible binary data. SIERRASEIS was used to display all seismograms recorded
ata given component/station (i.e., plot of a common receiver gather). Data was archived in
SEG-Y format on magnetic tape.

Figure 2 illustrates first arrivals for a station 20 km inland from the Oceanside
coastline with source point locations 40-55 km offshore for a total of 60-75 km offsets.
The primary first arrival is interpreted as Pg; the structure exhibited in the arrival is due to
sea floor topography beneath the S.P. Lee airguns. The major arrival 0.7 sec after Pg is
not caused by a water bottom multiple as the sea floor is approximately 1.2 sec as observed
in the vertical incidence CDP profile.

The primary objective of this field exercise was to determine propagation distances
and quality of seismic energy generated by the S.P. Lee. P-wave first arrivals are recorded
to a distance of at least 60 km inland for airgun sources offset up to an additional 80 km
from the coastline. Also, P-S converted energy appears after the P arrivals and may be due
to conversion at the sea floor and at more local interfaces. Strong-amplitude wide-angle
reflections are visible at >60 km offset. Examination of horizontal components indicates
anisotropic wave propagation.

Although the airgun source of the S.P. Lee was relatively small (2300 cubic
inches), the source propagated fairly well given the transmission properties of the
Borderlands and batholithic Peninsular Ranges. Given the difficulties of access within the
Peninsular Ranges, both in terms of concentrated cultural regions and the ruggedness of the
ranges in remote areas, onshore fixed receiver recording of walkaway offshore sources
appears to be an effective approach to imaging the Borderlands/Peninsular Ranges
transition region. Improved data quality will be possible with a larger airgun source and
careful selection of additional receiver sites.
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1990 Loma Prieta Teleseismic Experiment
H. M. Iyer, J. R. Evans, and P. B. Dawson
U.S. Geological Survey, Menlo Park, California

This study was prompted by the unusual character of the 17 October 1989,
M = 7.1, Loma Prieta earthquake. The depth of focus of 18 km and presence
of significant thrust component on an inclined focal plane suggested that our
knowledge of the heterogeneous lithospheric structure beneath the Santa Cruz
Mountains was incomplete. Additionally, Eberhart-Phillips et al [1990] have
shown using local-earthquake-wave tomography and magnetotelluric sounding
that a complex three-dimensional velocity and electrical structure is present in
the upper crust containing the Loma Prieta earthquake source zone. Therefore,
we designed a teleseismic-wave tomography experiment with the following two
goals: 1) to model the regional velocity structure (spatial resolution 10-15 km)
from San Francisco to south of the Monterey Peninsula, an area of approxi-
mately 100X170 km, to a depth of about 150 km. 2) to model in detail (spatial
resolution of 5 km) the velocity structure immediately surrounding the Loma
Prieta source zone to a depth of about 50 km.

The experiment started in late August 1990. We are currently recording
data on a 137-station network (Figure 1). One hundred and six of these sta-
tions are part of the central California seismic network (CALNET). The
remaining thirty one stations are temporary installations over the 1989 seismo-
genic zone which will provide higher spatial resolution in that area. Ninety
five of the CALNET sites consist of single-component short-period vertical
seismometers, with the remaining eleven stations having 3-component short-
period seismometers. The temporary stations all have three-component short-
period seismometers recording on analog tape recorders or digital GEOS or
REFTEK instruments. We plan to continue the experiment into mid-December,
weather permitting.

A significant inovation in the retrieval of teleseismic waveforms from
CALNET has been achieved by implementing a real-time PC based digital
aquisition system. Up to 128 channels of the analog network can be converted
to digital traces by an analog-to-digital board in the PC. A real-time
teleseism-specific trigger algorithm is used to discriminate the seismic signals at
selected stations, 8 of which must trigger simultaneously to verify an event.
The digital waveforms are then available in near real-time for processing,

References
Eberhart-Phillips, D., Labson, V. F., Stanley, W. D., Michael, A. J., Rodriquez,
B. D., Preliminary velocity and resistivity models of the Loma Prieta earth-
quake region, Geophys. Res. Lert., 17, 1235-1238, 1990.



Seismic Network for the Loma Prieta Teleseismic Experiment
1990
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Figure 1. Map of the region covered by the 1990 Loma Prieta Telese-
ismic Experiment. Heavy dashed lines are the primary fault zones in the
region: SAFZ - San Andreas; RFZ - Rinconada; OFZ - Ortigalita; CFZ -
Calaveras; HFZ - Hayward; PC-SGFZ - Palo Colorado-San Gregorio. CAL-
NET stations labeled with stars, solid diamonds indicate temporary analog and

digital sites. Stippled area is the approximate rupture zone of the 1989 Loma
Prieta event. SF indicates San Francisco.
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Update on Project ALOHA, Hawaii

Clifford H. Thurber
University of Wisconsin-Madison

William A. Prothero, Jr.
University of California-Santa Barbara

Yingping Li
SUNY at Stony Brook

The array deployment phase of Project ALOHA (Arrays for Lithosphere Observations in
HAwaii) is nearing completion. The project is supported by the National Science Foundation,
supplemented by support from the Graduate School and the Department of Geology and
Geophysics of the University of Wisconsin-Madison. We also acknowledge the invaluable
logistical support of Paul Okubo and colleagues at the Hawaiian Volcano Observatory. The main
goal is to image the major crustal discontinuities beneath the southeast flank of Mauna Loa
volcano, i.e., the base of the volcano and the Moho. Instrumentation has been deployed primarily
in the form of 4 to 6 station arrays of three-component instruments, with apertures on the order of
5 km or less (Figure 1). Sensors in use include S-13, L-4, and CMG3-ESP. The PASSCAL
instruments are set up with "microearthquake™ (100 sps, 60 s record) and "teleseismic" (10 sps,
900 s record) triggered data streams, plus continuous 1 sps recording for the 1 to 2 broadband
sensors. The UCSB instruments are set up for triggered teleseismic recording only. As of the end
of October, the arrays have recorded thousands of local events, but only a handful of teleseisms
due to the extreme ocean microseismic noise.

The availability of an event catalog from the USGS Hawaiian Volcano Observatory allows
us to readily identify the overwhelming majority of events recorded by multiple stations in each
array. Interestingly, the main category of "unidentified" events we have been detecting are
recognizable as being long-period (magmatc) earthquakes from a active region at 12 to 15 km
depth beneath Kilauea Caldera. These events often trigger the RefTek's on both the local and
teleseismic data streams (Figure 2).

Some of the most exciting observations are being obtained from deep (upper mantle) local
events. We were fortunate to record a relatively rare M 4.0, 35 ki deep event directly beneath the
south coast of Hawaii on September 30 with the "South Flank" array, situated roughly 10 km due
north of the epicenter. Records of this event provide relaavely clear evidence for S to P



conversions from major structural discontinuities at depth (Figure 3). Stations SF2 and SF3 were
each set up with a 3-component L-4 sensor (channels 1-3) augmented by 2 additional vertical L-4
sensors (channels 4-5). Following the first P arrival (and its near-surface reverberation), we
observe fairly sharp arrivals 1.5 and 2.5 seconds later, with the S arrival at 3.5 seconds post-P.
We believe these are S to P conversions because of their fairly high amplitude well back in the
coda, in which case they would correspond to interfaces at depths of about 16 and 6 km,
respectively, for a Vp/Vs about 1.73. The former interface might be the Moho, but the latter is
probably too shallow to be the basal zone of Kilauea volcano. Comparable observations from deep
events beneath the Ainapo array do show clearer evidence for a conversion at the base of Mauna
Loa volcano (about 11 km depth), in a region where we have previously reported basal reflections
from shallow earthquakes. A preliminary perusal of data from shallow events indicates fairly
consistent visibility of shallow reflections, both near-vertical-incidence P to P reflections and wide-
angle S to P converted reflections, although we await the determination of improved hypocenters
before proceeding further with that data,

We have also successfully recorded a number of teleseisms, mostly from stations with the
Guralp sensor. Two of the more spectacular examples are shown in Figures 4 and 5 - the M 7.0
earthquake in the Solomon Islands on August 17, and the M 6.2 earthquake in the Vanuata Islands
on August 12. We have also obtained excellent body and/or surface wave records from the

following events:

07/22/90 M 5.9 South of Fiji Islands
08/05/90 M 6.2 Ascension Islands
08/10/90 M 6.0 Molucca Passage
10/17/90 M 6.5 Peru-Brazil border

Thus we have demonstrated the feasibility of using PASSCAL instruments and available portable
broadband sensors (in this case, the relatively affordable CMG3-ESP) for mixed-mode
GSN/PASSCAL experiments. As part of our experiment, we will also be examining the suitability
of a site near the center of the Big Island for a possible GSN station, where the ocean microseismic
noise may be significantly less than at our experiment sites near the south coast. An indication of
the possibility for improvement over the GSN site in Kipapa is apparent in Figure 6, which
compares the Kipapa and Punaluu Gulch 6 (Guralp) records of the deep Peru-Brazil border event.
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Figure 2. Long-period event from a depth of about 15 km ber.eath the summit of Kilauea Caldera,
which triggered both the "local” and "teleseismic" data streams on the RefTek's in the Pird Park
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Figure 3. Records from a magnitude 4 event at a depth of about 34 km beneath the south coast of
Hawaii, observed at stations of the South Flank array. Traces are ordered Z, N, E for the 3-
component L-4 sensor (channels 1-3) followed by the two Z channels (4 and 5) for the added
vertical L-4's. The records have been filtered with a Butterworth low-pass filter with a 10 Hz
corner. Note the reverberation in the first P arrival and the two arrivals on the vertical channels
about 1.5 and 2.5 s after first P, followed by the S arrival on the horizontals 3.5 seconds after first
P. We interpret these pre-S arrivals as S to P conversions from discontinuities at depth within

and/or beneath the volcano.
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4  Broadband Seismorneter

€ Broadband Scismometer
+ 24-bit IRIS-1 or IRIS-2

@ Broadband Seismomeler
+ 16-bit dual-gain IRIS-3
- dial-up access

+ DWWSSN or ASRO data logger




STATUS OF THE GSN

AAK

AFI

ALE

IRIS Global Seismographic Network Stations

ALA-ARCHA, U.S.5.R.

Host

Location

Data Logger
Seismometers

Data Collection Center
Affiliation

Inst. Physics Earth, Academy of Sciences

42.63°N 74,50°E

RefTek IRIS-3 (16-bit)

Streckeisen STS-1 VBB
Continuous: 20; 0.1 sps high gain
Triggered: 20; 0.1 sps low gain

Geotech GS-13
Triggered: 100 sps

IRIS/IDA

IRIS/IDA Network

Afiamalu, Apia, Western Samoa

Host

Location

Data Logger
Seismometers

Data Collection Center
Affiliation

Alert, Canada

Host

Location
Data Logger
Seismometers

Data Collecticn Center
Affiliation

Apia Observatory
13.9093°S 171.7773°W
DWWSSN (16-bit)
Streckeisen STS-1 VBB
Continuous:1 sps
Triggered: 20sps
Albuquerque Seismological Laboratory
IRIS/USGS Network

Geological Survey of Canada
82.4833°N 62.4000°W
RefTek IRIS-3 (16-bit)
Streckeisen STS-1 VBB
Continuous: 20 sps high gain
Triggered: 20 sps low gain
LaCoste-Romberg accelerometer
Continuous: 0.1 sps; 1 sample/minute
IRIS/IDA
IRIS/IDA Network



STATUS OF THE GSN

ANMO

ARU

CCM

COL

Albuquerque, New Mexico

Host

Location

Data Logger
Seismometers

Data Collection Center
Dial-up Number
Affiliation

Arti, U.S.S.R.

Host

Location

Data Logger
Seismometers

Data Collection Center
Affiliation

Cathedral Caves, Missouri

Host

Location

Data Logger
Seismometers

Data Collection Center
Dial-up Number
Affiliation

College, Alaska

Host

Location

Data Logger
Seismometers

Data Collection Center
Affiliation
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United States Geological Survey
34.9462°N 106.4567°W
Martin Marietta IRIS-1 (24-bit & 16-bit)
Geotech KS36000-1

Continuous: 20; 1; 0.1; 0.01 sps
Geotech GS-13

Triggered: 100 sps
Albuquerque Seismological Laboratory
1-505-846-0384
IRIS/USGS Network

Inst. Physics Earth, Academy of Sciences

56.40°N 58.60°E

RefTek IRIS-3 (16-bit)

Streckeisen STS-1 VBB
Continuous: 20 sps high gain
Triggered: 20 sps low gain

IRIS/IDA

IRIS/IDA Network

St. Louis University
38.0557°N 91.2446°W
Martin Marietta IRIS-1 (24-bit & 16-bit)
Streckeisen STS-1 VBB

Continuous: 20; 1; 0.1; 0.01 sps
Geotech GS-13

Triggered: 100 sps
Albuquerque Seismological Laboratory
1-314-245-6555
IRIS University Network

United States Geological Survey
13.9093°S 171.7773°W
DWWSSN (16-bit)
Streckeisen STS-1 VBB

Continuous:1 sps

Triggered: 20sps
Albuguerque Seismological Laboratory
IRIS/USGS Network



STATUS OF THE GSN

COR

CTAO

ERM

ESK

Corvallis, Oregon

Host

Location
Data Logger
Seismometers

Data Collection Center
Dial-up Number
Affiliation

Charters Towers, Australia

Host

Location

Data Logger
Seismometers

Data Collection Center
Affiliation

Erimo, Japan

Host

Location

Data Logger
Seismometers

Data Collection Center
Affiliation

Eskdalemuir, Scotland

Host

Location

Data Logger
Seismometers

Data Collection Center
Affiliation
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Oregon State University
44 5857°N 123.3032°W
Quanterra IRIS-1 (24-bit)
Streckeisen STS-1 VBB
Continuous: 20; 1; 0.1; 0.01 sps
Albuquerque Seismological Laboratory
1-503-737-0853
IRIS University Network

University of Queensland
20.0883°S 146.2544°W
ASRO (16-bit gain ranged)
Streckeisen STS-1 VBB

Continuous: 1 sps

Triggered: 10 sps
Albuguerque Seismological Laboratory
IRIS/USGS Network

Hokkaido University

42.0158°N 143.1614°E

RefTek IRIS-3 (16-hit)

Streckeisen STS-1 VBB
Continuous: 20; 0.1 sps high gain
Triggered: 20; 0.1 sps low gain

IRIS/IDA

IRIS/IDA Network

British Geological Survey

55.3167°N 3.2050°W

IDA Mark 3 (16-bit)

Streckeisen STS-1 VBB
Continuous: 5; 0.1 sps high gain
Triggered: 5; 0.1 sps low gain
Triggered: 20 sps high and low gain

LaCoste-Romberg accelerometer
Continuous: 0.1 sps; 1 sample/minute

IRIS/IDA

IRIS/IDA Network



STATUS OF THE GSN

GAR

HRV

KEV

KIP

Garm, U.S.5.R.

Host

Location

Data Logger
Seismometers

Data Collection Center
Affiliation

Harvard, Massachusetts

Host

Location

Data Logger
Seismometers

Data Collection Center
Dial-up Number
Affiliation

Kevo, Finland

Host

Location

Data Logger
Seismometers

Data Collection Center
Affiliation

Kipapa, Oahu, Hawaii

Host

Location
Data Legger
Seismometers

Data Collection Center
Dial-up Number
Affiliations

Inst. Physics Earth, Academy of Sciences

39.00°N 70.32°E

RefTek IRIS-3 (16-bit)

Streckeisen STS-1 VBB
Continuous: 20 sps high gain
Triggered: 20 sps low gain

IRIS/IDA

IRIS/IDA Network

Harvard University
42.5072°N 71.5625°W
Harvard Prototype IRIS-1 (24-bit)
Streckeisen STS-1 VBB

Continuous: 20; 1; 0.1; 0.01 sps
Albugquerque Seismological Laboratory
1-508-456-3099
IRIS University Network

University of Helsinki
69.7553°N 27.0067°E
DWWSSN (16-bif)
Streckeisen STS-1 VBB
Continuous:1 sps
Triggered: 20sps
Albuquerque Seismological Laboratory
IRIS/USGS Network

Pacific Tsunami Warning Center
21.4233°N 158.0150°W
Martin Marietta IRIS-1 (24-bit & 16-bit)
Streckeisen STS-1 VBB

Continuous: 20; 1; 0.1; 0.01 sps
Geotech GS-13

Triggered: 100 sps
Albuquergque Seismological Laboratory
1-808-671-0268
IRIS/USGS & GEOSCOPE Networks



STATUS OF THE GSN

KIV

MAJO

NNA

OBN

Kislovodsk, U.S.S.R.

Host

Location

Data Logger
Seismometers

Data Collection Center
Affiliation

Matsushiro, Japan

Host

Location

Data Logger
Seismometers

Data Collection Center
Dial-up Number
Affiliation

Nafia, Peru

Host

Location

Data Logger
Seismometers

Data Collection Center
Affiliation

Obninsk, U.S.S.R.

Host

Location

Data Logger
Seismometers

Data Collection Center
Affiliation
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Inst. Physics Earth, Academy of Sciences

43.95°N 42.68°E

RefTek IRIS-3 (16-bit)

Streckeisen STS-1 VBB
Continuous: 20 sps high gain
Triggered: 20 sps low gain

IRIS/IDA

IRIS/IDA Network

Japan Meteorological Agency
36.5417°N 138.2089°E
Quanterra IRIS-1 (24-bit)
Streckeisen STS-1 VBB

Continuous: 20; 1;0.1; 0.01 sps
Albugquerque Seismological Laboratory
011-81-262-78-9393
IRIS/USGS Network

Instituto Geofisico del Peru

11.9875°S 76.8422°W

IDA Mark 3 (16-bit)

Streckeisen STS-1 VBB
Continuous: 5; 0.1 sps high gain
Triggered: 5; 0.1 sps low gain
Triggered: 20 sps high and low gain

LaCoste-Romberg accelerometer
Continuous: 0.1 sps; 1 sample/minute

IRIS/IDA

IRIS/IDA Network

Inst. Physics Earth, Academy of Sciences

55.10°N 36.60°E

RefTek IRIS-3 (16-bit)

Streckeisen STS-1 VBB
Continuous: 20 sps high gain
Triggered: 20 sps low gain

IRIS/IDA

IRIS/IDA Network



STATUS OF THE GSN

PAS

PFO

RPN

SUR

Pasadena, California

Host

Location

Data Logger
Seismometers

Data Collection Center
Dial-up Number
Affiliations

Pirfion Flat, California

Host

Location

Data Logger
Seismometers

Data Collection Center
Affiliation

Rapa Nui, Easter Island

Host

Location

Data Logger
Seismometers

Data Collection Center
Affiliation

Sutherland, South Africa

Host

Location

Data Logger
Seismometers

Data Collection Center
Affiliation
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Caltech/USC/USGS
34.1483°N 118.1717°W
Quanterra IRIS-1 (24-bit & 16-bit)
Streckeisen STS-1 VBB

Continuous: 20; 1; 0.1; 0.01 sps
Kinemetrics FBA-23

Triggered: 100 sps
Albuquerque Seismological Laboratory
1-818-795-6415
IRIS University Network & USGS

University of California, San Diego

33.6092°N 116.4553°W

IDA Mark 3(16-bit)

Streckeisen STS-1 VBB
Continuous: 5; 0.1 sps high gain
Triggered: 5; 0.1 sps low gain
Triggered: 20 sps high and low gain

LaCoste-Romberg accelerometer
Continuous: 0.1 sps; 1 sample/minute

IRIS/IDA

IRIS/IDA Network

Universidad de Chile

27.1267°S 109.3344°W

RefTek IRIS-3 (16-bit)

Streckeisen STS-1 VBB
Continuous: 20; 0.1 sps high gain
Triggered: 20; 0.1 sps low gain

LaCoste-Romberg accelerometer
Continuous: 0.1 sps; 1 sample/minute

IRIS/IDA

IRIS/IDA Network

Geological Survey of South Africa

32.3800°S 20.7283°E

RefTek IRIS-3 (16-bit)

Streckeisen STS-1 VBB
Continuous: 20; 0.1 sps high gain
Triggered: 20; 0.1 sps low gain

IRIS/IDA

IRIS/IDA Network



STATUS OF THE GSN

TLY

TOL

Talaya, U.S.S.R.

Host

Location
Data Logger
Seismometers

Data Collection Center
Affiliation

Toledo, Spain

Host

Location

Data Logger
Seismometers

Data Collection Center
Affiliation
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Inst. Physics Earth, Academy of Sciences

51.72°N 103.60°E

RefTek IRIS-3 (16-bit)

Streckeisen STS-1 VBB
Continuous: 20; 0.1 sps high gain
Triggered: 20; 0.1 sps low gain

Geotech GS-13
Triggered:; 100 sps

IRIS/IDA

IRIS/IDA Network

Instituto Geografico Nacional
39.8814°N 4.0486°W
DWWSSN (16-bit)
Streckeisen STS-1 VBB

Continuous:1 sps

Triggered: 20sps
Albuquerque Seismological Laboratory
IRIS/USGS Network



Status of the PASSCAL Program

J. C. Fowler

All of the 6-channel PASSCAL Instruments have under gone a modifications during the last
two months. The oscillator board have been replaced with new temperature crystal
controlled oscillators and new software designed to improve system performance when the
OMEGA clocks cannot stay locked. The new software also provides the information
necessary to correct for timing drift if the OMEGA clock is unlocked for extended periods
of time. Initial tests indicate that the new timing system goes a long way toward meeting
our goal of having all of the units in a given array synchronized to within 1 msec.

The prototype 3-channel PASSCAL Instruments are scheduled for delivery by the end of
November. These instruments are simplified versions of the 6-channel instruments. Field
testing of the prototypes will begin in January. A final decision as to the suitability of the
instrument will be made during the Spring and it is hoped that an order for the first
production run of instruments can be placed at that time.

We are currently supporting 4 major field experiments. These experiments are the Rio
Grande Rift Experiment being conducted by New Mexico Institute of Technology and New
Mexico State University, the Aloha Experiment being conducted by Wisconsin and the
University of California Santa Barbara, the Antarctic Experiment being conducted by
Stanford University, and the SAMSON Experiment being conducted by Oregon State
University. These experiments are effectively utilizing all of the instruments. Instrument
usage for 1990 was approximately 70%. This is close to the maximum that can be sustained
for a long period of time. Instrument requests for 1991 are significantly ahead of requests
at this time last year. The schedule for 1991 will be published at the end of December.

The SierraSEIS Maintenance Center has been established at Lawerence Berkeley

Laboratory. IRIS SierraSEIS users will be hearing from David Okaya in the near future
about the services which will be available to them through the center.
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Data Management Systems

Status as of November 11, 1990
by Tim Ahern

The Use of the DMC During 1990

The TASC report identified that the DMS program would be servicing about 250 data
requests per year when it reached maturity. During the first ten months of 1990, the
IRIS DMC actually serviced 122 customized requests for GSN data, 60 requests for DMC
GSN Products and about 20 PASSCAL requests. This total of more than 200 requests is
well on the way to surpassing the original design goal. i is our feeling that the lack of an
archive covering many years has eliminated a significant fraction of IRIS users. This
shortcoming should be eliminated with the inclusion of the historical data in 1991. We
also feel that our effectiveness in data distribution was limited due to the large
percentage of our effort that was directed toward the development of the first working
prototype. As the system matures we believe that we can more actively promote the DMC
and increase the number of users. At the present time we anticipate that the DMS will
ultimately service about eight requests per day from the seismological community.

During the first 10 months of 1990, we have distributed data to 67 different users in
22 states and 6 foreign countries. These data have been distributed to 33 IRIS
institutions, nearly one half of the IRIS membership. In addition to this, the majority of
IRIS institutions have received software from the DMC. We are unable to identify all of
the institutions that have used the GOPHER system but the list is extensive.

The following tables represent some of the more significant statistics related to the IRIS
DMS program, current as of November 1, 1990.

€9



CUSTOMIZED USAGE OF THE DATA MANAGEMENT SYSTEM

The Data Management System allows users to exiract specific seismograms from the
large IRIS archive. These are called customized requests. These are generated either by
using the RETRIEVE software in the Electronic Bulletin Board or by submilting a
specially formatted BATCH file.

MONTH NUMBER OF | AVERAGE NUMBER | AVERAGE REQUEST
REQUESTS OF SEISMOGRAMS SIZE (MBYTES)

JANUARY 12 91 *

FEBRUARY 16 341 *

MARCH 3 517 *

APRIL 10 327 12.7

MAY 6 189 21.9

JUNE 18 538 37.2

JULY 11 298 19.1

AUGUST 16 214 36.6
SEPTEMBER 9 186 23.7
OCTOBER ** 21 855 54.5

1990 { to October) | 122 398 33.9

* information not available
** Batch request available

The following graph illustrates the steady growth in the number of customized data
requests that have been serviced by the DMS program this year.
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The Distri ion of Standardized Data Products

The IRIS DMS program routinely produces standard collections of seismograms for
significant earthquakes all around the world. These Data Products make it easier for a
user to obtain data for significant events as well as reducing the effort required at the
DMC since data can be assembled once and then simply copied. The following table
indicates the number of each of these products that have been shipped by the DMC for the
12 month period November, 1989 through October, 1990.

PRODUCT Description Type Number Distributed
JVE1 U.s. Joint|Mixed 11
Verification Exp.
JVE2 Soviet Joint| Mixed 11
Verification Exp.
ARM Armenian EQ. GIN 103
MOQ Macquarie EQ GIN 102
WIR Western Iranian EQ | GN 3
PHI Philippine EQ GIN 3
LPR Loma Prieta EQ GIN 26
NEV Basin & Range '86 PASSCAL 1
BRE Basin & Range '88 | PASSCAL 1
LPP Loma Prieta Passcal | PASSCAL 16
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Accesses of the Electronic Bulletin Board

The Electronic Bulletin Board is used as the principal method of exchanging information
with the members of IRIS. It is a heavily used system. The following chart shows the
use of the bulletin board for the first 10 months of 1990. In this 10 month period the

bulletin board was accessed 1511 times.

Number of Electronic Bulletin Board Accesses by

Month

Ociober - 169

September 174

August

July §

June 168

May 152

April 172
March

February

January

245

0 50 100 150

250
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Th se of the "GOPHER" Quick A tem

The GOPHER system was developed by Dr. Steve Malone and his associates at the
University of Washington. This system dials up IRIS GSN stations whenever it receives
an alert bulletin from the NEIC in Golden, Colorado. This system has become an essential
system to many members of the IRIS community as indicaled by the heavy use it has seen
during the past year. IRIS members can not only view seismograms shortly after a
significant earthquake, they can also transfer the data back to their home institution
where the data can be analyzed in greater detail.

The GOPHER system had recovered data for more than 220 seismograms by the end of
October, 1990 when this report was prepared. More than 56 Megabytes of data had
been recovered from the seven IRIS/GSN stations equipped with dial-up capability by
the end of 1990. The following chart shows the activity the GOPHER system saw during
the first ten months of 1990. It was used a total of 1911 time during the first 10
months.

Number of GOPHER Accesses by Month

October ; 158
September . 137
August : 122
July 220
June 268
May : 305
April
March

281
253
February

January

0 50 100 150 200 250 300

350
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Distribution of Software

The IRIS Data Management Systems program assists seismologists by distributing
software for daia analysis, format conversion, or processing. We hope to expand the
software distributed in the coming years but as of now it is limited to the following

programs.

PROGRAM Number
Distributed

Format 4

Conversion

RDSEED 138

SEEDSNIFF 1 4

SAC 25

SierraSEIS |25

ZPLOT 16

The [R!IS DMS Data Archive

The heart of the DMS program is the archive of an ever growing number of seismograms
from the IRIS/GSN, SRO, ASRO, DWWSSN, and CDSN seismographic networks. The
following table gives statistics related to the DMC archive as of November 1, 1990.

Statistic Number Units
Archive Size 48.25 Gigabytes
Number of Seismograms 164,600

Size of Summary File 28.6 Megabytes
Number of Stations 49

Number of Channels 813

Number of Station-Days 19633

Number of Days Stored 813

30




LR.I.S. GOPHER UPDATE
Nov 15, 1990
Steve Malone

The GOPHER SYSTEM started at the IRIS DMC in the spring of 1989, has been quite successful.
Many seismologists have used the trace data available through the Gopher interface to study large or
interesting earthquakes, sometimes within hours of their occurrence. Currently over 1,100 traces for
more than 200 earthquakes exist at the DMC in the GOPHER archives and this is increasing at an aver-
age rate of about 70 traces per month.

In the fall of 1990 a revision of the GOPHER SYSTEM was undertaken to repair some
deficiencies, add features, and make the whole system more robust and versatile. The GOPHER SYS-
TEM consists of two quite independent parts, the user interface (Gopher-View), and the data up-loading
routines previously called Gopher-Guts and now called Gopher-Badger. Gopher-View works very much
as it has previously with some bugs fixed, and a few enhancements and features added. The Gopher-
View Users Manual is included below. Gopher-Badger is a thoroughly revised version of the previous
Gopher-Guts routines. The basic design of this system has been changed. The programs and scripts
used to up-load trace data from dial-up GSN stations has been redesigned and mostly recoded to
improve performance, increase reliability, make it easier to install and to include provisions for a distri-
buted system. An overview of Gopher-Badger follows the user interface manual.

GOPHER VIEW-2 Users Manual
Nov 15, 1990

GOPHER is an IRIS Data Management Center (DMC) system to present selected trace data to the
seismological community for recent large earthquakes in a timely manner. Gopher-View 2 is a
modification of the previous system to fix a few bugs, add a few features, and incorporate suggestions
made by users. The following is a description of the user interface to the system as it is running at the
DMC in Austin, Tx. A separate document describes the new Gopher-Badger system to up-load data
from the IRIS GSN station to the DMC computer. Questions, comments or requests for changes to
GOPHER should be sent via E-mail to: steve@ geophys.washington.edu, or by regular US mail to: Steve
Malone, Geophysics AK-50, University of Washington, Seattle WA 98195.

PURPOSE

IRIS GSN seismic stations record broad-band high-dynamic range seismic data continuously and
store these data on magnetic tape. After quality control these tapes are shipped to the DMC in Austin,
Texas where the data are stored in SEED format in a mass-storage system. The whole process to
acquire all the data for one earthquake may take several months. In the mean time there typically is
interest in large or significant earthquake for which the SEED data are in transit and not yet available.
The GOPHER project makes available to the community selected sections of trace data from IRIS GSN
stations which can be accessed by dial-up telephone within a day of the occurrence of a significant
earthquake. These data can be easily reviewed by interested researchers from their home institution via
connections over the NSF-Internet or dial-up login session to the DMC, Selected portions of these data
may be down-loaded to a researcher’s own computer via fip over the Internet or Xmodem over dial-up
lines. Currently trace data from six stations within the US and one in Japan are routinely up-loaded for
large earthquakes. We plan to add additional stations including several in Europe in the near future.
There are two main parts of the GOPHER SYSTEM, the user interface, called Gopher-view and the cen-
tral part which up-loads data from GSN stations of the system, now called Gopher-Badger. The normal
user does not access this latter part of Gopher and thus it is not described in this document.
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ACCESS TO GOPHER

Interaclive access to GOPHER may be gained over the Internet with rlogin irisdme ig.utexas.edu
-1 gopher from any UNIX machine on the Internet. A more generic way of accessto the IRIS DMC
over the Internet is ielnet irisdmc.ig.utexas.edu. The Internet address of irisdmc is 128.83.149.25.
Dial-up access is also available at (512)471-6496 which has a multispeed Telebit T2500 modem. The
user interface for Gopher-view is through an open password login account called gopher (with pass-
word: guts). A short information login message should then be displayed.

LOGIN PROCESS

The first thing Gopher-View does is to try and determine what type of terminal you are using. If
you came in through the Internet then your terminal type is probably passed OK as an environment
variable and need not be explicitly set. If the TERM environment is not set or is set to an unknown
terminal type, you will be prompted for a terminal type which is a code describing the type of terminal
you are using. The defaunlt is a vt100, a common ASCII type of terminal. If you want trace data
displayed your terminal must be able to emulate a Tectronics 4014 or 4010 graphics terminal, or be an
X-Windows server running xterm. A graphics window will be opened later at trace display time. If
you are coming in from an X-windows server using xterm you will be prompted for the host-name of
your terminal. You will probably need to type in the Internet number of your X-server, If you type a
valid host-name or Internet number, then a new xterm window will be opened on your screen for all
subsequent interactions.

Every user is required to set up an account and identify themselves the first time they log in
(after a period of several months of inactivity your account will be removed). You should type your
whole name at the prompt and not use any punctuation in abbreviations. Besides you name, you will
be requested for other information the first time you login. Your first name will be used as your
identifier. If, after the first ime you identify yourself, you see that someone else with the same first
name has already set up an account, you may lry again using a modified version of a first name. If the
information displayed for your account is incorrect you will be given a chance to remove this account
and set it up again. Please do not remove the accounts of other users. A temporary directory will be
set up for you which will contain all the data you may request later in your requested format. If data is
already in this directory (perhaps from a previous session) you will be asked if you want it removed.

Gopher-View Main Menu

The main Gopher-View menu will be presented after successfully logging in and identifying your-
self. You will also return to this menu after finishing with a subsection.

The main menu choices are the following:

1) Review event list and select one of interest by paging through the catalog.

2) Review station and component information for the selected event.

3) Review trace data using SAC and a standard set of display parameters. You must be on a
graphics terminal (Tek-4014 emulator, or X-window server).

4) Define data extraction format type, (ie. SAC-BINARY, AH-BINARY...), generate a data
extraction list, and place the desired data in the desired format in your private sub-directory.

5) Set up and get specific information on how to down-load the data to your own machine. Do
an ftp down load directly.

6) Get general documentation or detailed information about GOPHER and its menu choices.

7) Get specific station information including channel response information from the DMC sta-
tion data base,

8) Simple search of trace data-base by station.

9) or q) Exit Gopher-View with a chance to send requests, complaints, or information to the
DMC staff.

Any one of these menu items may be chosen by typing its number and <return>. At any time
typing a ‘g’ <return> will back out of the current menu selection or exit Gopher-View. The typical
sequence to review and extract data would be the following:
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-3.

After logging in one might review the current catalog with menu choice #1. The catalog is divided up
by quarters so that any one list is not too long. You will be given the chance to type the number of the
event in which you are interested. This will now be the event of interest until changed by another use
of menu choice #1. You may see information about which components of which stations recorded this
event by using menu choice #2. Menu choice #3 will start the program SAC (Seismic Analysis Code)
and use a fixed script to display sections of data for the current event. You will have the choice of see-
ing the vertical channel of all stations on one display and/or you may display all three components of
each station on individual displays. You must type a ‘y’ or ‘n’ at each choice. You must be on a
graphics device for using menu choice #3 After reviewing all the data available for an earthquake you
might use menu choice #4 to select which traces and the format for the data you want to retrieve. You
may only retrieve complete traces. You might then use menu choice #5 to explain exactly what to do
to down load the selected data to your machine.

Data Formats

The seismic trace data is stored in a subdirectory whose name is a ten digit number corresponding
to the origin time of the earthquake (ie: 8902231422 for 14:22 UTC on Feb 23, 1989). Each trace data
file within this subdirectory has a name constructed from the seismic station code, component code and
data rate (ie: pas.z.lp for Pasadena vertical long-period). Thus each significant earthquake will have its
own subdirectory containing the trace data from all reachable IRIS GSN stations. This trace data is in
SAC binary format. Master catalog ASCII files contain the event name (Origin date-time) and the
NEIC alert message (location, magnitude...) for each event. This catalog is used to review what data
are available in main menu choice #1.

The trace data files can be converted from SAC-BINARY to several other formats in preparation
for down-loading to a user’s own computer. These formats are: SAC-ASCII (best for use to machines
running SAC like VAXes but which do not use the IEEE binary data representation, AH-BINARY (for
machines running the XDR version of the Lamont ‘AH’ seismic display software), and AH-ASCII (for
similar machines but for some reason binary transfer does not work well or AH-XDR is not being
used).

Documentation and Software

Menu choice #6 gives more detailed information about each major menu choice as well as an
on-line version of this document. A companion document to this, the Gopher View-2 Users Manual is
the Gopher-Badger Overview document which gives a summary of the system and the Gopher-Badger
Programmers Manual and Installation Guide which gives all the details of the data acquisition part of
GOPHER-SYSTEM and how to set it up and coordinate it with the DMC in Austin. Source for all
Gopher documents can be obtained through anonymous fip on irisdme in the directory pub/manuals.

Limitations

The GOPHER-SYSTEM is not intended to be used for the review and extraction of large data
volumes; but, rather as a simple way of accessing limited amounts of important data in a timely
manner, The large research project should use the complete data set that will be available from SEED
format archives some months after recording. Station calibration, data quality, station outage, or other
such information will typically not be available from the GOPHER-SYSTEM.

Gopher-Badger Overview
Nov. 15, 1990

Gopher-Badger is an IRIS developed software system running on Sun Microsystem computers (o
acquire selected seismic trace data from IRIS GSN stations over dial-up phone lines and store these
data in an archive with associated information for use by the Gopher-View interface system. The
Gopher-Badger software package results from a redesign and recoding of the Gopher-Guts system
which has been running at the IRIS Data Management Center since the spring of 1989. Problems and
deficiencies in the older system inspired this redesign. It is hoped that Gopher-Badger can be used in a
distributed data collection system which will be useful to more than just the IRIS Gopher project.
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Conceptually Gopher-Badger divides the data collection duties into two fairly independent parts.
The first part ( Badger) produces request files describing the traces to be up-loaded from GSN stations
while the second part (Gopher) uses such request files to actually place calls to the stations and retrieve
the data. The input request files to the Gopher part are spooled so that the dial-out line is used for only
one GSN station at a time. In a distributed version of the system, the Gopher part can be running on
more than one computers, each with its own spool of request files, all generated by one Badger for one
or more earthquakes or by several Badgers running on different computers for different earthquakes.
Badger need not even run on the same machine as a Gopher. At the IRIS DMC an alert message from
the NEIC causes Badger to generate request files that are spooled to both a local Gopher to call some
GSN stations and also are spooled to Gophers running on remote computers for them to retrieve data
from GSN stations close to those computers. If the remote Gophers do not send back the requested
data within a given period of time then Badger can ‘badger’ its local Gopher to make the call instead.
The distinction between Badger and Gopher are not strictly by software module, but rather by function,
in some cases within the same program. The following is a brief description of the major software
modules divided roughly by their function. For a detailed description of each module, their associated
parameters, the event request file format and the procedures for installing Gopher-Badger the reader
should refer to the Gopher-Badger Programmers Manual and Installation Guide.

Summary

When an NEIC alert message is received describing a significant earthquake the program,
Event_select determines which stations to request trace data from, and the time window to request.
This information is written to request files, one per station, which are sent to a Spooler routine. Spooler
sends the files, in the order they were received, to Call_station, which calls a station and up-loads the
trace data specified in the request file. The trace data is formatted and placed in an event directory
(which was created by Event_select), The program Event_summary is then run to create a summary file
that lists the trace data that is available.

Spooler and Call_station may be installed on other systems, and Event_select may mail request
files to those systems. The remote systems would then up-load trace data from the selected stations and
send it back to the original system.

Badger

Event_select. This program takes an NEIC event message as input and creates a number of
request files, one per selected station, which define requests for trace data from IRIS stations. It also
sets up an event directory where the trace data is to be stored. Event_select takes the location and mag-
nitude of the event and determines which stations (if any) to request data from, based on the epicentral
distance and the magnitude. It also determines which streams to request data from and calculates the
time windows for each stream. It then writes request files (one per station) which are sent to the
Spooler toutine. For stations whose data is up-loaded by a remote system, the request files are mailed
to those systems. Event_select makes an entry into various log files for each event.

Spooler, Call_station. These routine are conceptually part of both Badger and Gopher since they
both manage the queue of request files and follow up on requests sent to other machines. The submis-
sion of a request file starts the Spooler process which has a locking mechanism preventing it from being
run more than once at a time. It continuously cycles through the list of request files in its spool direc-
tory passing them in sequence to Call_station which may defer processing a file until later or decide to
process a request submitted previously to another machine, but which has not resulted in obtaining any
data. These types of actions keep track of data requests and can ‘badger’ local or remote Gophers into
getting the requested data one way or another.

Event summary. This program does the final processing for an event. After trace data are
placed into the proper event directory it generates a summary file that lists what data are available and
interesting parameters about the data. It also checks to see that all of the requested data is present and
notifies the operator if there seem to be problems.
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Gopher

Spooler. The Spooler acts as the first part of Gopher for any request file requiring local and
immediate action. These would be request files for which the local machine is to be used for calling a
station and that call is to be made immediately by submitting the request file to the Call_station rou-
tine. If Call_station processes a request without errors, the request file is moved to a directory that
contains old request files. If there was an error while processing the request (like the station phone line
was busy), and it needs to be processed later, the request is moved back in the queue. The Spooler
keeps submitting request files to Call_station until there are no requests left. It then stops until there are
new requests,

Call_station. This program takes a request file and uses information contained in it to call a sta-
tion and up-load trace data from the station. It may up-load the data in SAC ASCII or SEED KERMIT
format. The data may then be reformatted, or left as is. A log file is created that lists the files up-
loaded and any errors that may have occurred. The trace data are placed in the local event directory, if
the request was made locally, or are moved to a remote system if the request came from that system.
Call_station uses the Mlink program and a script that it generates to actually control the dial-out
modem and engage in an interactive session with an IRIS GSN station.

Request_get. This program provides a way for a local Gopher system to receive request files
from a remote Badger. It reads a request message data stream, usuvally from sendmail, generates a
request file from the data stream, and sends the request file to the Spooler. The program would nor-
mally be run on a remote system to convert request file mail messages to request files, which are pro-
cessed and the trace data files sent back to the original systems using the Internet.

Request File Format

A request file may be generated by any number of ways including processes separate from the
current IRIS GOPHER SYSTEM. At the IRIS DMC it is always generated by the Event-select program
and then submitted directly to a local Spooler or to a remote system via mail and that system’s
Request_get program. The request file name is based on the station name and the event name.

The request file information includes:
- station name
- time to call the station
- list of streams and time windows of trace data
- the event header information
- destination of trace files (host and event directory name)
- information about if and how the data are to be formatted
- A count for how many times to keep (rying to dial the station
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BREQ FAST

FAST BATCH REQUESTS FOR DMC DATA
by Tim Ahern

During the last month a new method of accessing the IRIS Data Management Center’s Archive has
been made available. For more than six months access to the archive has been limited to the RE-
TRIEVE program that is available through the Electronic Bulletin Board. The RETRIEVE program re-
quires that you manually enter the station channel time windows for the seismic data that you are in-
terested in. With the release of the Batch REQuest FAST (BREQ_FAST) program users can now gen-
erate requests for data [rom the IRIS DMC from their own programs.

The BREQ_FAST program relies on receiving large requests for data either by electronic mail or by
transfer of the batch file on tape in simple ascii files.

This facility has been used in the past month to service five large requests for data and appears to be
quite stable at this time. Users simply need to provide specific address information and identify the

seismograms they wish to receive in the BREQ_FAST file they send to the IRIS DMC.

The format of the file is as follows:

NAME

INST

MAIL

EMAIL

.PHONE

FAX

MEDIA:
ALTERNATE MEDIA
ALTERNATE MEDIA:
.END

START OF REQUEST
line 1

line 2

line n

END OF REQUEST

The format of each line is as follows:

STARTING TIME ENDING TIME
STA  YYMMDD HH MM SS.T YY MM DD HH MM SS.T #_CH CHI1 CH2 CHn

where
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STA is the station

YY is the year of the start or end of the time window

MM is the month

HH is the hour

MM is the minute

SS.T is the second and tenths of seconds

#_CH is the number of channel designators in the immediately following list
CHn is a channel designator that can conlain wildeards

Individual lines in the request can not exceed 100 characters.

Valid selections for media at the present time, in the order of preference are:

Electronic (FTP)
EXABYTE

DAT (DDS format only)
1/2" tape - 6250

1/2” tape - 1600

1/2” tape - 3200

1/2” tape - 800

1/4” Cartridge - QIC150
1/4™ Cartridge - QIC24
1/47 Cartridge - QIC11

Please be sure to specily your first, second and third choices for the output media.

An example of a valid short BREQ_FAST file

37



.NAME Joe Seismologist

JNST Podunk University

MAIL 101 Fast Lane, Middletown, KS 89432

EMAIL joe@ podunk.cdu

PHONE 555 5656-1212

FAX 555 555-1213

MEDIA DAT

ALTERNATE MEDIA 1/2" tape - 8250

ALTERNATE MEDIA EXABYTE

.END

BCAO 8% 1 2 0 18 26.99 89 1 2 0 20 2690 1 SH?

GRFO 89 1 2 0 18 1048 89 1 2 0 20 1048 | SHZ

TOL 89 1 2 0 18 2640 89 1 2 0 20 2540 2 B?? SHZ
ANTO 83 1 2 2 10 36.67 89 1 2 2 12 36.67 1 SH?

GRFO 89 1 ¢ 2 10 37.12 88 1 2 2 12 3712 1 SH?

TOL 8 1 2 2 10 49.78 89 1 2 2 12 4878 3 BH? SHZ L77
SCP 89 1 2 14 45 894 83 1 2 14 47 8.94 1 SHZ

ZOBO 89 1 2 14 45 2262 89 1 2 14 47 2262 1 SHZ

NNA 86 I 3 4 58 46,07 89 1 3 b 1 49.07 1 BHZ

ZOBO 8 1 3 5 263 89 1 3 ) 2 2.63 1 SHZ

BDF 88 1 4 2 42 1341 89 1 4 2 44 1841 1 SHZ

NNA 89 1 4 2 41 5757 88 1 4 2 43 587,57 1 BHZ

ZOBO 89 1 4 2 42 3.57 89 1 4 2 44 3.67 1 SHZ

AFI 8 1 6 5 45 52,88 89 1 8 5 47 5286 2 BHZ SHZ

| S

The wildcarding needs further explanation. For those familiar with the RETRIEVE method of
generating data requests you can be reassured, they are identical.

The Channel list in the batch file supports limited wildcarding. It is similar to but not the
equivalent of UNIX filename wildcarding. Only the "” wildeard character is supported. It
means match any single character. For instance "BH?” means match any Broadband High Gain
Channel when entered into the Channel field.

The Channel list can contain multiple entries such as

3 LHZ BH? S?7.

As an example a # ch of 1 and a channel list of L?? (1 Lt?)

would result in three characters in each of the channel names in the DMC archive being com-
pared to L??. Since the ™” means match any character it should be clear that "L??7” is the

same as "L”.

The DMC archive stores data [or channels using the SEED channel naming convention docu-
mented in the SEED Reference Manual, appendix A.

Briefly the channel names are three characters in length. The first character is the Band Code,
the second the Source code and the third the Orientation Code. Refer to the SEED relerence
manual or the RETRIEVE manual for a more complete description of the SEED channel nam-
ing convention.
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One of the major benefits of the BREQ_FAST method is that you can specily time windows for
various statlons that have travel time corrections applied to the windows.

Once you have generated your BREQ_FAST file you can simply mail it via email to
BREQ_FAST®@ irisdmec.ig.utexas.edu (128.83.149.25)

If you decide to send the request via physical media such as 1/2” magnetic tape please indicate
how the file can be recovered on a SUN workstation. You could use UNIX utilities such as tar,
dd, cpio or e¢p but you must clearly indicate what the blocking size, recording density and any
other relevant information is. On the tape label, please indicate how the DMC stafl can reach
vou in case difficulties are encountered in reading your tape.

When the IRIS DMC receives your request, programs will be run that will compare what you
requested with what data are actually in the IRIS archive, recover the data {rom the mass
storage system, generate the output SEED volume, and send it to you in the manner you
requested. The only exception to this is that il you request electronic transfer and the file is
too large, an alternate media will be used.
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Status of SIERRASEIS and the SIERRASEIS Maintenance Center

David Okaya
Center for Computatial Seismology
Earth Sciences Division, LBL
November 10, 1990

SIERRASEIS

(1) SIERRASEIS is currently distributed to IRIS users as version 1.3, This version has many of
the previous bugs fixed and is successfully used for seismic reflection processing at a few
different universities (Arizona, USC, LBL, UCSB, for example). Difficulties in processing
and with peripheral accessing are still being encountered at different sites.

(2) Version 1.4 has been recently frozen by Sierra and will be available within a few months.
Apparently, the documentation team currently has the product.

(3) Version 2.0 is promised by Sierra to be released this spring. V2.0 will have the dynamic
header capability and will be quite different in structure from the v1.X series. The expected
version will be quite flexible but will require more understanding of the package in order to be
properly used. The programmers working on v2.0 are very open to suggestions regarding
additional functionality.

(4) An attempt was made this past spring to reserve a SIERRASEIS training session for IRIS
members. Our choices were to use one of three sessions scheduled by Sierra or to ask Sierra to
create a special training session. Inqueries regarding interest and scheduling were sent to all IRIS
sites using SIERRASEIS. Given the approximately five returned responses, no one session had
sufficient attendance to warrant an IRIS-only session. As a result, people who were interested in
training were asked to attend a Sierra-scheduled session which most fit into their own schedules.
Tim Ahern was recently able to coordinate five different users to attend the same session.

(5) The SMC has negotiated with Sierra to have a joint IRIS-STERRA open house-beer hour
during one evening at the AGU meeting in San Francisco this December. The meeting has two
purposes: to introduce IRIS users of SIERRASEIS to Sierra staff members with whom we
directly interact (the on-line help/programmer staff: Julie Zweig and Mustafa Sagiroglu), and to
allow the Sierra employees to see what types of seismological work we are doing with their
software. The meeting room will have poster space with the idea that we will each put up a plot
or two which illustrates the types of seismological data we are trying to process using STERRA-
SEIS. The aim of the open house is to nurture better communication between IRIS users and the
Sierra staff. The reception will be held at the Miyako Hotel on Monday, Dec 3, between 5-10
p-m. While the reception is aimed at SIERRASEIS users, SIERRA indicates the reception is
open to all members of the IRIS community.

*****************************************************************************

*(6) The upcoming versions (v1.4 and v2.0) will run under SUN OS 4.1. Craig Nicholson at
UCSB passes on the following caution about OS 4.1:

The SUN FORTRAN v1.3 compiler has a bug related to direct file access. The SUN
FORTRAN v1.3.1 update fixed the bug for small files, but still has a problem with large (>5
Byte) files; i.e., SIERRASEIS data files. SUN FORTRAN v1.3.1 + SUN patch #100098-02
works for all file sizes.

If you have SUN OS 4.1 and FORTRAN v1.3/v1.3.1, you MUST have the patch in order
to recompile SIERRASEIS correctly. SUN OS 4.1 and FORTRAN v1.2 is OK; so is SUN OS
4.0.1c and FORTRAN v1.2.

******************************>!=**********************************************

(7) Exabytes work within STERRASEIS but with some modification to tape reading subroutines,
UCSB has dealt with getting Exabytes to function within v1.3. SUN OS 4.1 is supposed to
contain functional variable record drivers for the Exabytes; however, the UCSB folks indicate
that they have limited functionality. The SUN OS 4.1 driver requires exact specification of input
limits within a STERRASEIS job: if the exabyte reads infinitely until hitting EOT (double
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EOF's), it will hang. By specifying exact end limits, the exabyte will stop before hitting EOT.
DELTA drivers apparently do not have this problem.

(8) SUN tape drives (manufactured by Hewlett-Packard) can be used for processing data on
magnetic tapes. USC uses two drives for tape-to-tape processing. The quality of the drives is
not what one would desire, however. We're exploring the feasibility of using a Storage Tek
drive which will handle both tape-to-tape processing and long tape record input (i.e., field tapes
for demuxing).

SMC at Center for Computational Seismology, Lawrence Berkeley Laboratory

(1) SMC is in place at the Center for Computational Seismology, LBL, under the guidance of Tom
McEvilly and David Okaya. SMC involves three people who are available for consultation on
SIERRASEIS software/hardware issues and for user help: Eleni Karageorgi and Tom Daley at
LBL, and D. Okaya at LBL/USC. LBL has donated the use of a SUN-4 SparcStation through
which email to the SMC can be sent and which houses the archive version of IRIS-SEIS. IRIS-
SEIS software will be available through the SparcStation via anonymous ftp and via media
transfer (magnetic tape).

(2) Email correspondence can be sent to "smc" at "gk1.1bl.gov". Eleni, Tom, and David will all
receive copies of each mail message so that a response can be returned as soon as is possible.
These messages and responses will be compiled at the SMC. Suggestions will be accepted on
the best mechanism for broad dissemination of this info.

(3) IRIS-SEIS software is now ready for distribution (see below). IRIS-SEIS documentation
(installation manual and user's guide) is in the final printing stage at LBL. Each site with a valid
SIERRASEIS license can obtain the software and initially will receive one copy of the
documentation (due to an initial limited printing run). Additional copies of the manual will be
subsequently available to members within the IRIS community by contacting the SMC.

(4) Contacts at SMC:

Eleni Karageorgi  (415)486-7314 smc@gkl.1bl.gov

Tom Daley (415)486-7316 smc@gkl.1bl.gov

David Okay. (415)486-7313 smc@gk1.1bl.gov

[" " (213)740-7452 okaya@coda.usc.edu]
IRIS-SEIS

(1) The IRIS-SEIS version compatible with SIERRASEIS v1.3 is ready for distribution. The
version contains 30 new processors which provide seismogram manipulation capability not
provided within SIERRASEIS [see back issues of IRIS newsletter]. Eleven stand-alone utility
programs and several utility subroutines for programming are also provided. A development
environment is provided which allows one or more than one persons to create new algorithms.
(2) Software can be obtained by mid-November, as soon as the documentation (installation and
user's guide) is available. Although SIERRASEIS v1.4 is scheduled for release within a few
months, we feel it's in the best interests of the user community to distribute IRIS-SEIS as soon
as possible.
The expected steps for release are:

*documentation manual mailed by SMC to each IRIS site w/ valid SIERRASEIS licence.
Included will be a software request form.

*Users wdlho wish to obtain IRIS-SEIS need to return request form indicating desired transfer
medium.

*#*SMC will create for each user a tar tape on appropriate medium (mag tape, exabyte, etc.).

*Installation will be by each user (using installation documentation); SMC will be available for
Q&A help.

*Alternatively, software can be obtained from LBL using anonymous ftp.
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The IRIS-SEIS package (software and code) is free to all IRIS members who have valid
SIERRASEIS licenses. IRIS-SEIS is a software shell around SIERRASEIS; it does not
function as a stand-alone product. ’

(3) Since this release is the first ever release of IRIS-SEIS, David Okaya is offering to hel i
install IRIS-SEIS. One condition prevails - that the installation can b}é perfonnecig rtamotepl}‘il ?r};)f;te
either LBL or USC. A remote installation can be performed provided (a) telnet or rlogin log-on
connection can be estabhshcd and (b) either a SIERRA account or another account is made
avallablglwhlch has sufficient file/directory permissions to create directories and recompile
executables.
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Zak Ahmed
Ross Black
Larry Braile
Peter Buhl
Tom Daley
Steve Day
Stephen Elston
Lisa Heizer

Jim Fowler
Michael Frohme
Scott Garland
Steve Holbrook
Roy Johnson
Eleni Karageorgi
John Karl

Sid Kaufman
Calvin Lee
Yong-gong Li
Ernie Majer
Sue McGeary
Ross McNeil
David Okaya
David Okaya
Craig Nicholson
Gary Pavlis
Jack Pelton
Bob Phinney
Jose Pujal
Geoff Saldivar
Laura Serpa
Bob Smith
Scott Smithson
Steve Sorenson
Chris Sorlein
Marvin Speece
Tammy Tatum
Ta-liang Teng
Anne Trehu
Rick Williams
Paul Wolfe

IRIS & SMC:
Tim Ahern

Jim Fowler
David Okaya
Eleni Karageorgi
Tom Daley

Tom McEvilly

U of Utah

U of Kansas
Purdue Univ.
Lamont-Doherty
LBL

San Diego St. U
Princeton U

San Diego St. U
IRIS

Memphis State U

Boise State U

Woods Hole O.1.

U of Arizona
LBL

U Wisc.-Oshkosh

Comell Univ.
U Southern Cal
U Southern Cal
LBL

U of Delaware
U of Utah

LBL

U Southern Cal

UC Santa Barbara

Indiana U
Boise State U.
Princeton U

Memphis State U

U Southern Cal
U New Orleans
U of Utah

U Wyoming

U of Arizona

UC Santa Barbara

U of Tennessee
San Diego St. U
U Southern Cal
Oregon State U
U of Tennessee
Wright State U

IRIS
IRIS
SMC @ LBL
SMC @ LBL
SMC @ LBL
SMC @ LBL

(913)864-4974
(317)494-5979
(914)359-2900
(415)486-7316
(916)594-2663
(609)258-4104
(916)594-5003
(703)524-6222
(901)454-2177
(208)385-3640
(508)548-1400
(602)621-4890
(415)486-6709
(414)424-4432
(607)255-7165
(213)740-6112
(213)740-3556
(415)486-6709
(302)451-8230
(801)581-3733
(415)486-7313
(213)740-7452
(805)893-8384
(812)335-5141
(208)385-3640
(609)258-4118
(901)678-2007
(213)740-3550
(504)286-6801
(801)581-7129
(307)766-5280

(805)893-8384

(916)594-5003
(213)743-2717

(615)974-6169
(513)873-3455

(512)471-0404
(703)524-6222
(415)486-7313
(415)486-7314
(415)486-7316
(415)486-7347

SIERRASEIS USERS WITHIN IRIS COMMUNITY
November, 1990

zak@cs.utah.edu

braile@ vm.cc.purdue.edu
buhl@lamont.ldgo.columbia.edu
tomd@ geo.lbl.gov
day@moho.sdsu.edu

stephen@ weasel.princeton.edu
heizer@imagine.sdsu.edu
jim@iris.edu

scg@jalama.idbsu.edu
steveh@azure.whoi.edu
johnson@rsconvex.geo.arizona.edu
karag@geo.lbl.gov
karl@oshkosh.wisc.edu
gallow@geology.tn.cornell.edu
calvin@coda.usc.edu
ygli@coda.usc.edu
elm@geo.lbl.gov

gg-mrb@mines.utah.edu
okaya@geo.lbl.gov
okaya@coda.usc.edu
craig@quake.crustal.ucsb.edu
pavlis@gold.bacs.indiana.edu
jrp@jalama.idbsu.edu

bob@ weasel.princeton.edu

saldivar@coda.usc.edu
gg-rbs@mines.utah.edu

sorenson@rsconvex.geo.arizona.edu
chris@quake.crustal.ucsb.edu
marvin@rockytop.gg.utk.edu
tatum@imagine.sdsu.edu
teng@coda.usc.edu
trehua@jacobs.cs.orst.edu
rick@rockytop.gg.utk.edu

tim@iris.edu
jim@iris.edu
smc@gk]1.Ibl.gov
smc@gk1.1bl.gov
tomd@gk1.1bl.gov
mcevilly@geo.lbl.gov

Please forward additions, changes, or deletions to okaya@ geo.lbl.gov
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NEIC EVENT CD-ROMS UTILITY FOR SUN WORKSTATIONS

The IRIS Data Management Systems Program supported the development of a utility for SUN worksta-
tions, allowing NEIC EVENT CD-ROMS to be read directly on SUN workstations and converted to
SAC formatted traces. This utility was written by Alan Jones at SUNY Binghamton with the coopera-
tion of Francis Wu.

This utility is available through the IRIS DMC in Austin, Texas. Il you would like to receive a copy of
this utility please send a note to the DMC using the Electronic Bulletin Board ™ote” utility.

Since sponsering this development it has come to our attention that other programs exist that read
Event CD-ROMS on SUN workstations. Any parties interested in distributing this type of soltware

through the IRIS Data Management System should contact Tim Ahern through the IRIS DMC. Con-
tact can be made by calling (512) 471-0404 or sending mail to tim@ iris.edu.

The evt2sac manual written by Alan Jones is reproduced on the following pages.
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evt2sac — convert seismic data on CD_ROM to SAC format
evt2sac | profile |

evt2sac extracts seismic data from CD-ROMs distributed by the National Earthquake Infor-
mation Center (NEIC) of the United States Geological Survey (USGS) and converts it to a
form compatible with the Lawrence Livermore National Laboratory Seismic Analysis Code

(SAQ).

profile is the name of a file containing information defining which event to use and other
information for personalizing the request. See the FILES section for information on the
profile.

If no profile is provided, evt2sac looks for a file named evt2sac.pro.

The user can specify the time of the event of interest and also specify range and lag time to
extract only records of interest. In addition, it is possible to specify that the program extract
data around the arrival time of a phase. For example, one could specify that the data should
extend from one minute before the arrival of the P wave and run until five minutes after the
arrival of the S wave. The phases supported are P, S, pP, sS, PP, SS and surface waves.
When specifying surface waves, the user can provide a surface wave group velocity window.
It is possible to mark the arrivals of phases of interest so that they appear on a SAC plot.

None.

If a profile is not specified when evi2sac is invoked, a file called evt2sac.pro is used for the
profile.

An example of a profile is:

# This profile is for Taiwan event of May 20, 1988

#

year: 1986
month: 5
day: 20
path: /mnt
minimum range: 10
maximum range: 30
minimum minutes: 3
maximum minutes: 80

This profile will cause evt2sac to use the CD-ROM event file with name "8614000.evt” (The
Julian day of May 20 is 140) and extract records from stations greater than 10 degrees from
the event and no more than 30 degrees. Also, only records, or portions thereof, between 3
minutes and 60 minutes (after the event time) will be used.

The program runs through all the stations and produces files in the form:
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prefir,sta,”. \period [ | direction,suffix

where:
prefix: user-specified
sta: station name
period: 's’ (short), 'I’ (long), or ’i’ (intermediate)

filenumber:  ’00’, '01’, ...

If filenumber is ’00°, it is omitted
direction: n (north), e (east), z (vertical)
suffix: user-specifed

For example, the short period, vertical trace from CHTO will have the following file name if
no prefix or suffix are specified:

chlo.sz

If more than one short period record is created due to breaks in the data, one could have the
files:

chto.sz

chto.01.sz
chto.02.5z

There are two other files of interest generated:

prefiz. hdr
prefiz. dat

where prefiz is the same as the prefix of the *.evt file. The prefiz.hdr file is 2 copy of the
header of the *.evt file and *.dat contains information on each station such as the instru-

ment response.
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PROFILECOMMANDS

The allowed commands, and their defaults, which can be used in the profile are:

COMMAND DEFAULT COMMENT

#whatever Comment

PATH: Set to path of CD-ROM reader

YEAR: 1980 Year of event

MONTH: 1 Month ol event

DAY: 1 Day of event

MAXIMUM RANGE: 180 Maximum range in degrees of arc

MINIMUM RANGE: 0 Minimum range in degrees of arc

MAXIMUM MINUTES: 380 Maximum time in minutes

MINIMUM MINUTES: Minimum time in minutes

MINUTES BEFORE: Time, in minutes, trace is Lo begin before the arrival
of the phase specified in the INITIAL PHASE command.

MINUTES AFTER: 0 Time, in minutes, trace is to end after arrival of the
phase specified in the FINAL PI1ASE command.

INITIAL PHASE: The allowed phases are 'P’, 'S', 'pP, 'sS', 'PP', 'SS’" and 'surface'.

[You do not put the quotation marks in the file.)

FINAL PHASE: Same as INITIAL PHASE.

SURFACE WAVE VELOCITY 1: 4.2 Surface wave velocity to define beginning of window in km/sec.

SURFACE WAVE VELOCITY 2: 4.2 Surface wave velocity to define end of window in km/sec.

SAC FILE NAME PREFIX: Add this to beginning of SAC file name

SAC FILE NAME SUFFIX; Append this to the end of the SAC file name

EVENT NUMBER: 0 If you know which event in the specified *.evt file, you can
avoid the interactive question concerning which event with which you wish
to work. ITEVENT NUMBER is not specified or is set to zero, the program
will prompt you for the event number.

MARK PHASE: Mark a given arrival based on the J-B travel time curves. The same
phases are allowed as with the initial and final phases. If "surface” is
specified, the SURFACE WAVE VELOCITY 1 is used to mark the trace.

KZ TIME DEFAULT The default is to set KZ TIME (o the time of the event and

to set 'O’ to 0. If "SET KZTIME TO START OF TRACE" is specified, the
KZTIME is set to the time of the beginning of the trace and 'O’ set to a
negative number equal to the time before the trace that the event occurred

NOTE: When determining which records to use and which portions of records to use, ALL
conditions must be met. That is, if the phases are specified and they are outside the window

specified by the range or the time limits, no traces will be extracted.

When a command takes a parameter, the command ends with a colon. The parameter must

be placed at least one character after the colon.

EXAMPLES:

Following is an example of a profile which specifies that we only want traces from 30

seconds before the arrival of the P wave until 3 minutes after the arrival of the S wave.
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Two Seismological "Discussion Groups" on the BITNET

Francis T. Wu, SUNY Binghamton
wu@sunquakes.geol.binghamton.edu

Two seismological "discussion groups" have been established on the BITNET for some time.
These are

1. seism-l@bingvmb
2. seismd-1@bingvmb

The BITNET discussion group operates basically as a message-forwarding agent. Each time
a message is sent to one of the addresses above, the message is copied to receipients listed
in a subscriber file. The ‘listserv" on the computer does the copying and sending.
Currently the files are maintained at SUNY Binghamton on the bingvmb machine.

The first group, "seism-1", was created mainly to disseminate the QED information from
USGS. Two types of mailing are being sent out. The first is a preliminary report of
individual earthquake that are considered to be significant by NEIS (USGS); this
information comes a few hours after the occurrence of the earthquake and includes the
hypocentral location (if the depth can be determined), the origin time, the (body wave)
magnitude, and arrival times (usually for teleseisms) from a number of world-wide stations.

The second type of mailing on seism-l is the daily event list. This report comes usually
about six to ten days after the event. These include events greater than 5.0, but also some
lesser ones. The events listed in these reports are about 1/4 to 1/3 of the events listed in
the monthly PDE’s that are now coming to us from USGS about 6 months after the event.

The second discussion group, "seismd-1", was created to be a message board where
individuals might wish to start a discussion on a topic related to seismology, or to announce
to the seismological community the availablity of software, hardware, assistantships, faculty
or post-doctoral positions, and so on. If the topic of discussion raised is of general interest,
we can carry on the ensuing discussion on seismd-l1. Otherwise, it can be used as a place to
solicit interested participants. The participants may then organize their own mailing list.
This facility has been used relatively infrequently, perhaps as it should be, since most of us
don’t want to be bothered about too much stuff in our mail box. But the facility is here
and the seismological community is welcome to develop ways to use it.

Right now there are about 150 "subscribers" of these lists. And the list is dynamic, in that
the number flucuates. Users can sign on and off by themselves. For machines on the bitnet
you can issue the command:

tell listserv at bingvmb subscribe seism-] firstname lastname etc or
tell listserv at bingvmb unsubscribe seism-1
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If you are on internet you can send a message to listserv@bingvmb.bitnet with the message

subscribe seism-l firstname lastname etc

or
unsubscribe seism-1

There are other commands you can use that are common to all the BITNET discussion
groups and you can find out from your local computer center.

Please do note that if you want to send a message to somebody on the subscribers list,

please address him/her directly instead of sending the mail to seism-l or seismd-1. In the
latter case, everybody on the list will get a copy, and most subscribers dislike junk e-mail

intensely.

Your comments and suggestions will be welcome.
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E-mail Directory
Rick Williams

Last modified 17 November 1990

To get the most recent version of this list, use ftp to rockytop.gg.utk.edu (ftp 128.169.201.150).
Login as user ftp or anonymous using your surname as the password. The file is in the dist
subdirectory, and is named emaillist. If FTP does not work for you, send an E-mail message

to rick@rockytop.gg.utk.edu.

An astrisk (*) before a name means that I was unable to send mail to the address given, but
others may be able to use it. A carat (™) before a name means that individual is a member
of the anisotropy interest group assembled by Joe Dellinger; contact Joe for details. The letter
(j) before a name indicates a Japanese seismologist from the list compiled by Kiyoshi Suyehiro
with additions by Kazuki Koketsu.

The letter (0) before a name means the address is old, and did not work the last time I tried
it. Users are requested to let me know when they find an old or invalid address in this list,

particularly when it is their own.

who,where,dale,user@host.domain

“Marun Abbudi,Stanford,0390,marun@am-sunl.stanford,edu
Katsuyuki Abe,ERT U Tokyo,0390,a846%0%1lansei.cc.u-tokyo.ac.jp
Ulrich Achauer Karlsruhe,0689,nf03@dkauni2.bitnet
oDuncan Agnew,IGI’P,1188 agnew@ida.ucsd.edu

James Agnew, Woodward-Clyde,0689,70617.2421@compuserve.com
Tim Ahern,IRTS,0889 tim@iris.edu

Zak Ahmed,U Ulah,1190,zak@cs.utah.edu

Keiiti Aki,USC.0988,aki%sei@kylara.usc.edu

Shah Alam,Geology Depl LSU,0990,glalam@lsuvax.snec.lsu.edu
*Shellon Alexander,Penn St,0988 s.alexander@omnet
“Rusty Alford, Amoco Tulsa,0390, zrma04@tre.amoco.com

*Don Anderson,Cal Tech.0689,DAnderson/KOSMOS

Sridhar Anandakrishnan,1J WIL,0689 sak@ice.geology.wisc.edu
Richard Asler,IGPP/Scripps,0689,aster@cahuilla.ucsd.edu

“Berl Auld,Stanford,03%90,auld@sierra.slanford.edu

Tom Bache,SAIC,0889,bac'nc%esosun.css.gov@scismo.css.gov
Muawia Barazanoo,Cornell,0689,ergj@crnivax5.bitnet

Bill Bard, U TX,,bard@uladnx.cc.utexas.edu

Jeff Barker, SUNY Binghamton,0988,jbarker@bingvaxu.cc.binghamton.edu
“Colleen Barton,Stanford,06%0,barton@pangea.stanford.edu

James Batlis, AF GL,0390,battis@algl-vax.al.mil

“Hugh Bennett,MI Stale,0590,hbennelt@msu bilnet

Theron I. Bennelt,S-Cubed,0689,bennctt@bcno.m<g0v

“Patricia Berge,HIG U HI,0390,bergep@Ioihi soesl. hawaii.edu

Jon Berger,UCSD,0390,jberger@ucsd.edu

Greg Beroza,Slanford University,0790,beroza@pangea.stanford edu
James Benyman,LI,NL,OtSB9,berrymun@icdc.llnl.gov

Mike Bevis,NC Stale 0589, bevis@ncsumeas.bitnet

Selena Billington,US Bu Mines,128%,selena%topaz. uucp@uunel.uu.nel
Craig R Bina, DTM-CIW,039%0,bina@ciw.span.nasa.gov

Biondo Biondi, Thinking Machines,04%0,biondo@!hink.com

who,where,date,user@host.domain

Bob Blandford AFTAC,1190,rb@beno.css.gov
“Gunter Bock,U New England,0390,gbock@gara.une.oz.au

Goelz Bokelmann,l"rincclon,1289,goetz@weasei.princcton.edu
“David Boolh,BGS,0390,¢_gs04@va.nmh.ac.uk

Roger Borcherdt,USGS Menlo Park,,rborcherdt@usgsresv.bitnet
Brenda Bowman,LLNL,(}689,bowmanb@sﬁ‘).es.l[nl.gcv

Roger Bowman,ANU,0389,roger@rses.anu.oz.au

*Tom Boyd,CO Sch Mines,0490,tboyd @csm9a.mines.colorado.edu
Larry Braile,Purdue, braile@vm.cc.purdue.edu

Bryndis Brandsdottir,U Iceland, 0590, bryndis@raunvis.hi.is

“Nina Bregman,U Toronln,{)789,nina@utorphys.biinet

Tom Brocher,USGS/Menlo Park,1090,brochcr@andreas.wr.usgs,gov
Peter Bromirski, HIG U HI,0689 brom@1loihi,soesl. hawaii.edu

Larry Brown.Cornell, 1190, brown@geology.tn.cornell.edu

Peler BubLLamont-Doherty,1190,buhl@lamont.ldgo.columbia.edu
“Bob Burridge, Schlumberger,03%0,burridge@sdr.slb.com
“Tain Bush,BGS,US%,e_gﬁl?@va.nmh.ac.uk

Rhett Butler,IR1S,0889, rhelt@iris.edu

Anteinette Campanella,S-Cubed,0889,antoinet@beno.css.gov

Phil Carpenter,Northern IL U,07%0.phil@geol.niv.edu

Jerry Carter,Roundout Assoc.,,carler@beno.css.gov

Roberl Cessaro,Teledyne Geotech, cessaro@beno,css,gov

Winston Chan,Teledyne Geotech,1288, chan@seismo.css.gov
Chia-Yu Chang,Lamont-Doherty,0689,chang%lamont@columbia.edu
*Pingsheng Chang,USGS,1089,chang%gldvxa.decnci@isddcn.isd.usgs.gov
“Chris Chapman,U Toronto,0789,chapman@uiorphys.bilnet
Wang-Ping Chen,U 1L,0989,chen@geol.las.uiuc.edu

Abe Cheng,Svendrup Tech,0689,cheng@ino.ucar.edu

Dipak Chowdhury,IU-PU Ft Wayne,11W,chowdhur@ipﬁvcvax.bilnet
Robert Cicerone, MIT,0689,cicerone@erl.mit.edu

Jer-Ming Chiu,Memphis Slale,0990,chiujm@memstvx1.bilnet
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who,where,date,user@host.domain

Jon Claerboul,Stanford, jon@hanauma.stanford.edu

oTim Clarke,Memphis State,0389,clarketj@memstvx1.bitnet
William Clement,Stanford,0690,clement@pangea.stanford.edu
John Cipar,AFGRL,0390,cipar@afgl-vax.af.mil

~Shimon Coen,CCS/LBL,0789,shimon@ccs.Ibl.gov

Diana Comte,U Chile,0331,dcomte@uchcecvm.bitnet

Patricia A Cooper,HIG U HI,0689,cooper@loihi.soest. hawaii.edu
Cahit Coruh, VPI&SU,0189,coruh@vitvi.bitnet

John Costain, VPI&SU,0689,costain@vivm1.cc.vt.edu

*Stuart Crampin,British GS,1288,e_gs01@va.nmh.ac.uk

Ken Creager,U WA,0690,kec@geophys.washington.edu

Bob Crosson,U WA, 06%0,bob@geophys.washington.edu

Phil Cummins, ANU,0389,phil@rses.anu.oz.au

FA Dahlen,Princeton,0689,tony(@weasel.princeton.edu
Hans-Alberl Dahlheim, Munich/KTB,0890,dahlheim@kib.bgr.dbp.de
“Thomas M Daley,IRIS SMC,1190,1omd@geo.lbl.gov

Shamita Das,Oxford University,0990,das@earth.ox.ac.uk

Carl Daudt, Purdue,0390,rz5@mace.cc.purdue.edu

J Huw Davies,Callech,1089, huw@dix.gps.caliech.edu

Paul Davis,UCLA,1289,pdavis@uclaiepi.bitnet

Peter Davis, Teledyne Geotech,0189,davis@seismo.css.gov

Scottl Davis,U TX Austin, 0989 scoll@ulig.ig.utexas.edu

Steve Day,San Diego St,1190,day@moho.sdsu.edu

“Joe Dellinger,Stanford,1288,joe(@hanauma.stanford.edu

Jacques Delsemme, UC Santa Cruz,0689,jacques@ucsco.ucsc.edu
Marvin Denny,] LNL,0689,denny@s51.es.lInl.gov

John Devane, Weslon Obs,0689,devane@bcvms.bitnet

=John Diebold, LDGO,0689,johnd@lamont.ldgo.columbia.edu

John Diebold, LDGO,0689,73720,1641@ compuserve.com

oJim DiSiena, ARCO,1288,dalsqnt!rpp386!arcoexre!jimd@uunet un.net
Bill Doll,Colby College,0790,wedoli@colby.edu

LeRoy Dorman,Scripps,0689,]Jdorman@ucsd.edu

Bernard Dost, ORPHEUS,1189,dost@geof.ruu.nl
*Jan Douma,U Ultrecht,0789,nluug.nl!ruugeofidouma@uunet.uu.net
Dan Drobnis,San Diego St,,drobnisdd@sds.sdsc.edu

Al Duba, LLNL,0589,duba@s61.es.linl.gov

John Ebel,Boston ColL,ebel@bcvms.bitnet

Donna Eberhari-Phillips,USGS,0689,eberharl @gsvax0.wr.usgs.gov
Bill Ellsworth,USGS Menlo Park,0690,ellswrth@andreas.wr.usgs.gov
Stephen Elston,Princeton U,1190,stephen@weasel.princeton.edu
ER Engdahl USGS Denver,0689,eengdahl@isdres.isd. usgs.gov

ER Engdahl,USGS Denver,0689,eengdahl@usgsresv.bitnet

Ray Ergas,Chevron La Habra,04%0,rae@chevron,com
“John Etgen Stanford,1288,john@hanauma.stanford.edu
“Cengiz Esmersoy,Schlumberger,0390,esmersoy@sdr.slb.com

John R Evans,USGS Menlo Park,0689,evans@andreas.wr.usgs.gov
“Russ Fvans,Brilish GS,1288,e_gs18(@va.nmh.ac.uk

Guangwei Fan,U AZ,0390,fan@eqsun.geo.arizona.edu

Michael Fehler, LANL,0689,086172@essdp2.lanl.gov

John Ferguson, UT Dallas,0689, ferguson@uidallas.edu

Megan Flanagan, Wash U St Louis, 0990, megan@wuearthl.wustl.edu
Jack Foley,Boston Coll, foleyj@bcvms.bitnet

Jim Fowler,IRIS,0889,jim@iris.edu

Bill FoxallLBL,0689,w_foxall@csa3.Ibl.gov
“Scot Fraser,British GS,0789,e_gsd6@va.nmh.ac.uk
*Neil Frazer, HIG U HI,0390,neil@akolea.soest.hawaii.edu

Paul Friberg, Lamont-Doherty,0689,pauli@lamont.ldgo.columbia.edu
Mel Friedman, TX A&M,, friedman@tamvxocn.bitnet
“Gerard Fryer, HIG U HI, 1288, gerard@loihi.soest. hawaii.edu

Karl Fuchs,via Uli Achauer,0689,nf03@dkauni2.bitnet

CIiff Frohlich,U TX Austin, clilf@utig.ig.ulexas.edu
“Gerard Fryer,HIG U HI,0390,gerard@loihi.soest.hawaii.edu

Kaz Fujita,MI St,,15553kaz@msu.bitnet

Brian Fuller,U WY Geophysics,0890,fuller%moho@corral.uwyo.edu
“Dirk Gajewski,Tech U Clausthal 0390,pgdga@dcziul.bitnel
“Tony Gangi,TX A&M,03%0,gangi@tamgeop.bitnet

Scotl Garland,Boise Stale U,1190,scg@jalama.idbsu.edu
“Jan Garmany,UT Austin, 1288 jan@garmany.ig.utexas.edu

who,where,date,user@host.domain

Ed Garnero,Caltech,0689,eddie@seismo.gps.caltech.edu

Lind S Gee,MIT,0689,gee@richter.mit.edu

jRobert Geller,U Tokyo,0789,a84687@1ansei.cc.u-tokyo.ac,jp
~Sebastien Geolirain,CO Mines,1288,isis!timna'seb@boulder.colorado.edu
Hafidh AA Ghalib,ENSCO,0689,hafidh@hal.css.gov

Bruce Gibson,Rice U, bruce@geophysics.rice.edu

“Rick Gibson,MIT,0789,gibson@erl.mit.edu

Dave Giles,,,g_dg@va.ngi.ac.uk

Holly K Given,IGPP UCSD,0689,given@servo.ucsd.edu
Karsten Gohl,U WY,0689,gohl%moho@uwyo.bitnet

W Verney Green, U WI,1089,verney@geology.wisc.edu
Richard S Gross,JPL/Callech,0689,rsg@logos.jpl.nasa.gov
Cemil Gurbuz, Bosphorus U,08%),kandil@trboun.bilnet
Michael Hamburger,IN U,1190,hamburg@ucs.indiana.edu
*Robert Hamilton, USGS Reston,0689,rmhamilion /c@kosmos
jKalsuhiko Hara,lJ Tokyo,0789,b3%068@1ansei.cc.u-tokyo.ac.jp
David Harkrider,Caltech,0889,hark@seismo.gps.caltech.edu
“Jerry Harris,Stanford,0690,harris@pangea.sianford.edu
*Pembroke Hart, NAS,0689,nrc.geophysics@omnet

Siamak Hassanzadeh,ARCO Plano,0990,siamak@arco.com
Terri Hauk,LLNL,0689, hauk@s24.es.linl gov

Emest Hauser,Cornell, 0790, hauser@geology.tn.cornell.edu
Jim Hays,NSF,0990, jhays@nsf.gov

Chris Hayward, Dallas TX,068%,hayward@seismo.css.gov

Tom Hearn,NM St,0990,lhearn(@allas.nmsu.edu

Lisa Heizer,San Diego St U,1190,heizer@imagine.sdsu.edu
“Klaus Helbig,U Ulrecht,0789,nluug.nl!ruugeoflhelbig@uunet.vu.net
Paul Henkart, Scripps,0390,henkart@sioseis.ucsd.edu

Tom Henyey,USC,(988, henyey%sei@kylara.bitnet

John Hildebrand, Scripps,0689,jah@mpladm.ucsd.edu

N Ross Hill,Chevron La Habra,0490,jorhi@chevron.com
jNaoshi Hirala,Chiba U,0789,c32244@tansei.cc.u-tokyo.ac.jp
Steve Holbrook, Woods Hole, 0189, sholbrook@red.whoi.edu
Julie Hood,NRL,11%0,julie@hood.nrl.navy.mil

“Leon Horowicz,Schlumberger,0390,horowicz@eps.slb.com
David Horwitl, IGPP,1188, horwitt@cahuilla.ucsd.edu

Susan Hough Lamont-Doherty,0689,hough@lamonl.ldgo.columbia,edu
Vindell Hsu,LSU,, glhsu@Isuvin bitnet

Peter Hubralvia Uli Achauer,0689,nf03@dkauni2.bitnet

Kevin Hulchenson,St Louis U,0689, hutch@seismo.css.gov
“Heiner IgeLBritish GS,1288,e gs31@va.nmh.ac.uk

Philip Inderwiesen, Texaco,1089,convex!lexhrc!pli@uunet.uu.net
Shane Ingate,Au BMR Canberra,0490,ingale@beno.css.gov
Bryan Isacks,Cornell, 1088, isacks@zircon.tn.cornell.edu

Bryan Isacks,Cornell,1088,0sby@cornella.bitnet

Hans Israelsson,CSS,0689 hans@seismo.css.gov

Joel Ita,LBL,1089,jjita@1lbl.gov

HM Iyer,USGS Menlo Park,0190,iyer@andreas.wr.usgs.gov
Dave Jackson,UCLA,1289,djackson@uclaiepi.bilnet

David James,DTM Carnegie,09%),james@ciw.span.nasa.gov
Craig Jarchow,Stanford,0390,craig@hanauma.stanford.edu
Steve Jarpe, LLNL,0689,jarpe@s02.es.linl.gov

Rong-Song Jih, Teledyne Geotech, jih@seismo.css.gov
*Douglas Johnson,NSF,0990,djohnson@nsf.gov

Lane Johnson, UC Berkeley,,ccslj@csa2.lbl.gov

Leonard Johnson, NSF,0990,lejohnson@nsf.gov

Roy Johnson,U AZ,01%,johnson@rsconvex.geo.arizona.edu
Malcolm Johnston, USGS,0490, mal@andreas.wr.usgs.gov

Alan Jones,SUNY Binghamton,1190,jones@sunquakes.geol.binghamton.edu
Glyn Jones,Chevron La Habra,04%0,jgmjo@chevron.com
*Tom Jordan,MIT,0689,L jordan@omnet

Bruce Julian,USGS Menlo Park,0189,julian@andreas.wr.usgs.gov
Donna Jurdy,Northwestern,,donna@earth.nwu.edu

Katherine Kadinsky-Cade, AFGL,03%0,kadinsky@afgl-vax.af.mil
Alan Kafka Boston Coll, kafka@bcvms.bitnet

Hann Kao,U IL Urb-Cham,0390,kao@geo1.1as.uiuc.edu

Eleni Karageorgi,IRIS SMC,1190,karag@geo.lbl.gov

John Karl,U WI Oshkosh,0689,karl@oshkosh.wisc.edu
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who,where,date,user@host.domain

“Martin Karrenbach,Stanford,0789, martin@hanauma stanford.edu

Sid Kaufman,Cornell U,1190,gallow@geology.in.cornell.edu
jHiloshi Kawakatsu,Japan GS,0789,hilosi7gsjc3d.gsj junet@relay.cs.net

Randy Keller,U TX El Passo,0189,bi00@ulep bitnet

Rainer Kind, GRF,1088 kind@szgri.bgr.dbp.de

Einar Kjartansson,Reykjavik,1188 eik@os.is

oJohn Knapp,NM Tech, johnk%jupiler@nmt.edu.csnet

Leon Knopofl,UCLA,1289,lknopoli@uclaiepi bitnet

Karl Koch,Southern Methodist U,08%0,koch@lust.isem.smu.edu
jKazuki Kokelsu,ANU,0989 kxk158@rses.anu.oz.au

*Klaas-Jan Koster,Delfl U Tech,0390 klaasjan@dutmgf1.tudelft.nl
Rober L Kovach,Stanford,06%0, kov@pangea.stanford.edu

John Lahr,USGS Menlo Park,0689,lahr@andreas.wr.usgs.gov
=lim Lawson,OK Geol Surv,0689,0klahoma%neic.decnel@isdres.isd.usgs.gov
“Spyros Lazaralos,Stanford,0690,spyros@pangea.stanford.edu
“Peter Leary,USC,1288 leary%sci@kylara.usc.edu

Calvin Lee,U Southern Cal,1190,calvin@coda.usc.edu
Sang-Mook Lee,MIT,0689,lee@rayleigh.mit.edu

*WHK Lee, 1USGS Menlo Park.0689,whiwé@slac.bitnet

David Lentrichia, LD{GO,1289 lentrich@lamont.ldgo.columbia.edu
Alan Levander,Rice U, alan@geophysics.rice.edu

“Xiangyang LiBGS,03%0,e gs35@va.nmh.ac.uk

Yong-gong Li U Southers Cal1190,ygli@coda.usc.edu

Craig Lindberg,Bell Labs,0689,craig@gauss.all.com

Alan Linde, DTM Carnegie,0990 linde@ciw.span.nasa.gov

Chris Liner,U Tulsa,1090,cll@geoserv.geo.utulsa.edu

"Enru Liu,British GS,078%,e_gs25@va.nmh.ac.uk

Lanbo Liu Sianford 0690, lanbo@pangea.stanford.edu

Daniel Lizarralde, TX A&M,0689 world@iamgeop.bilnet

Tim Long,GA Tech,0990,12@prism.galech.edu

John Louie,PA State U,0689,john@seismic.psu.edu

Ruth S Ludwin,U WA,1089.ruth@geophys.washingion.edu

Chris Lynnes, Teledyne,0689,lynnes@seismo.css gov
“Colin MacBeth,British G§,0789,e_gs33@va.nmh.ac.uk

Liz MacDowelLIRIS,0889,liz@iris.cdu

Tan MacGregor,NSF,0990,imacgregor@nsf.gov
“Ernest Majer.LBL, 1288 elmajer@Ibl.bitnet
“Subhashis Mallick, HIG U HI,0390,mallick@Ioihi.soes{.hawaii.edu
Steve Malone,U WA, 0690,sleve@geophys washington.edu
Stephen Mangino,ATFGL,03%0,mangino@afgl-vax.af.mil
Batakrishna Mandal, MIT,0689,mandal@erl.mit.edu

Maniloba geophys, group,U Man,0489,geop00@ cem.umanitoba.ca
Deanna Mann,IRIS HQ,1089,dee@iris.edu

Margaret Marshall,S-Cubed, 0689, marshall@beno.css.gov

Arthur Maxwell,UT Austin,0689,ari@utig.ig.ulexas.edu

Michael Mayhew,NSF,0990,mmayhew(@nsf.gov

Tom McEvilly LBL,0989, tvmcevilly@lbl.gov

Ross McNeil,U Utah,1190,gg-mrb@mines.utah.edu

Bob Meyer,U W1,1089, meyer@geology. wisc.edu

Andrew Michael USGS Menlo Park,0689, michael@andreas.wr.usgs.gov
Kate Miller,Slanford Geophy,0890 kale@pangea.stanford.edu
Jean-Bernard Minster,Scripps,0689,jbminster@ucsd.edu

Brian Mitchell,Si Louis U,0988,mitchellbj@sluvca.bitnet

Rakesh Mithal, LDGO,068%, mithal@lamont.ldgo.columbia.edu
Wooil M Moon, U Manitoba, 0489, wmoon@cem.umaniloba.ca
Dan Moos,Stanford,0690,moos@pangea.stanford.edu
“Peter Mora,Inst Phys Globe,0789 peterfaipgelg.uucp@uunet.uu. net
Andrea Morelli.ltaly N In Geop,1090,morelli@in8800.cineca.it
Carlos Morlera-Gutierrez, A& M,0689, mortera@tamgeop.bitnet
oChuck Mosher,ARCO,1288 dalsqnl!rpp386'arcoexre!chuck@uunet.uu.net
“Francis Muir,Slanford, 1288, francis@hanauma.stanford.edu

Jeff Munsey, TN Valley Auth,0190,jeff@rockylop.gg.utk.edu

Cliff Munson, U WI Madison,0689,cliff@ice.geology.wisc.edu
John Nabelek,OR St Corvallis,0689,nabelek@jacobs.cs.orst.edu
Shozaburo Nagumo,HIG U FHI,0689,nagumo@loihi.soest hawaiiedu
Keith Nakanishi,LLNL, kkn@s06.es.1Inl.gov

Jim Ni,NM 51,0989,ni@ physicsvax.nmsu.cdu
“Dave Nichols,Slanford, 1288, dave@hanauma.stanford.edu

who,where,dale,user@host.domain

Craig Nicholson,ICS UCSB,0990,craig@quake.crustal.ucsb.edu
Guust Nolet,Utrecht U,0689,nolet@geol.ruu.nl

“Bertram Nolle, HIG U HI,03%90,nolte@Iloihi.soest.hawaii.edu
Andrew Norris,Rulgers U,0689,norris@norris.rutgers.edu
“Robert Nowack,Purdue,0350,nowack@ee.ecn.purdue.edu

Jon Nyquist, ORNL,039%0,nyq@ornl.gov
“Eugene Obba,Inst Phys Globe,03%0,eugene%ipgetg.uucp@uunel.uu.net
Dave Okaya, CALCRUST,1190,0kaya@geo.lbl.gov

Daniel RH O’Connell,OH St,0689, geomagic@kcgl1.eng.ohio-state.edu
Ken Olsen,GCSI & LANL,0890 kolsen@geophys.washington.edu
Dennis O’Neill,,0689,denio@scubed.com
“John Orcutl,UCSD,1288,orculi@bull.ucsd.edu

Rick Ottolini,Stanford,, rick@hanauma.stanford.edu

William Ott,John Carroll U,1089, froll@jcuvax.bitnet

Tom Owens,U South Carolina,0390,owens@tigger.geol.scarolina.edu
Jeffrey Park,Yale, park%seismc.decnet@venus.ycc.yale.edu

Gagan B Patnaik, SAIC,1190,patnaik@esosun.css.gov

Gary Pavlis,IN U,1190,pavlis@ucs.indiana.edu

Hanneke Paulssen,U Ulrech,1190,paulssen@geof.ruu.nl
“Sheila Peacock,British GS,0789,e_gs32(@va.nmh.ac.uk

Aristeo Pelayo,Wash U St Louis,0990,pelayo@wuearihl.wustl.edu
JR Pelion,Boise Stale U,03%0,pellon@sapphire.idbsu.edu

Mark Petersen, LDGO,0689, mdp@lamont.ldgo.columbia.edu

JD Phillips,UT Auslin,0390,joe@ulig.ig.ulexas.edu

Bob Phinney, Princelon, bob@weasel princelon.edu

Bob Phinney IRIS HQ,0989,phinney@iris.edu

Lee Powell,U WI1,1089,leep@geology wisc.edu

Michael Prange, MIT,0689,prange@erl.mit.edu

Tom Pratt,INSTOC,0689,zafy@cornellf.tn.cornell.edu

*Bruce Presgrave,USGS Denver,%&9,sedas%ncis.decnel@isdres.isdusgq.gov
Bruce Presgrave, USGS Denver,0689, bpresgrave(@usgsresv.bilnet
Bill Prothero,UCSB,0890,prothero@lbskern.ucsb.edu

Jay J Pulli,Radix Systems,0689,pulli@seismo.css.gov

Jay Pulliam,UC Berkeley,0689,rjpulliam@Ibl.gov

*Hans Pulpan,U AK,0390,fred@hazard.span.nasa.gov
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